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Abstract This paper presents a novel approach to image
copy-and-paste with optimized gradient. We improve the tra-
ditional gradient domain cloning by creating smooth transi-
tion from source patches to target images. We first specify
a source patch and select its foreground region by strokes.
Next, we create a gradient transition map in the cloning
area. Finally, we reconstruct the gradient of the source patch
according to the gradient transition map, and propose an
interpolation based method to efficiently calculate the com-
position results, which avoids solving a large linear sys-
tem. Experimental results demonstrate the effectiveness of
our method, which can produce more natural and satisfying
results.

Keywords Copy-and-paste - Gradient transition map -
Smooth transition - Image cloning

1 Introduction

Image copy-and-paste is an important technique that has
received much attention in computer graphics. The goal is to
generate anew image by selecting a patch from one image and
blend it into another image. Recently, many efforts have been
devoted to creating composition results with high sense of
reality. In general, the method for image composition can be
divided into two main categories: alpha blending and gradient
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domain method. For alpha blending, we first need to carefully
select a foreground from one image, and then directly paste it
into another image. This method is easy and efficient, which
enables many popular editing tools like the quick selection in
Photoshop [8]. However, alpha blending requires users to pre-
cisely extract foreground objects, which may consume a lot
of time and memory. In addition, direct copy-and-paste can
not change the color appearance of source patches, so that the
illumination and color style might be inconsistent with target
images. To solve this problem, the gradient domain method
is proposed with two main advantages: (1) users only need to
roughly specify the source patch, which avoids the tedious
work in precise extraction of the source patch, and makes
the object selection easier; (2) the color differences on the
cloning boundary can be smoothly diffused into the target
image, which ensures the illumination consistency between
the source patch and the target image.

The gradient domain method is effective to change the
color appearance of source patches. However, it does not
perform well when there exits texture inconsistency between
source patches and target images. As shown in Fig. 4a, this
is an unnatural result by the gradient domain cloning, and
the color style of the wood has been adjusted to fit the beach
at sunset. However, the texture near the cloning boundary is
suddenly changed from the source patch to the target image.
(c) is a result by our method, which is more natural by con-
sidering the texture transition. The reason for this unnatural
result is obvious: the essence of the gradient domain method
is to preserve the gradient of source patches, while ensur-
ing that the colors on the cloning boundary are determined
by target images. In general, the gradient domain method
is more effective for image cloning with similar textures in
source patches and target images. Actually, even the source
and target textures are similar near the cloning boundary, the
gradient domain method may produce unnatural results with-
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out dealing with the transition of different textures. To avoid
the smudging and discoloration, alpha matte is introduced
to eliminate artifacts [11,28]. However, the results might be
unnatural without smooth transition from target images to
source patches, and it is not easy to get precise alpha mattes.

In this paper, we propose a novel method to improve
the traditional gradient domain cloning, which aims to deal
with texture inconsistency between source patches and tar-
get images. Our main idea is to reconstruct an optimized
gradient in the cloning area, which can be applied to creat-
ing natural transition from source to target textures. To obtain
the optimized gradient, we generate a gradient transition map
in the cloning region, which can be calculated by solving a
linear system, and requires only a few user interactions to
specify the important foreground region and other regions
of interest, like the shadow. With the optimized gradient, we
propose an interpolation based method to calculate the final
cloning result, which avoids solving a large linear system,
and enables efficient image cloning.

Contributions of this paper include:

— A novel method is proposed to deal with the texture incon-
sistency in image cloning.

— An interpolation based method is proposed to efficiently
reconstruct the cloning area with optimized gradient,
which avoids solving a large linear system.

2 Related work

In image copy-and-paste, there exit two main categories:
alpha blending and gradient domain method. Recent works
focus on extracting more precise alpha matte, and improv-
ing the gradient domain method. Hu et al. [16] presented a
survey on internet visual media processing, which provides
recent progress on image cloning. Here, we briefly review
recent works that closely related to our paper.

Alpha blending

In alpha blending, we need to precisely extract the alpha
matte of source patches, which may contain fur, hair and other
transparent objects. Most matting techniques first divide a
source image into three regions: definite foreground, definite
background, uncertain region (the three regions are called
‘trimap’), and focus on solving the alpha values in uncer-
tain regions. Existing matting techniques can be classified
into two main categories: propagation and sampling based
methods.

For the propagation based method, matting problem can
be considered as an interpolation of alpha values from known
regions to unknown regions. Levin et al. [20] proposed a
closed-form solution, which assumes that foreground and
background colors are locally smooth. This method con-
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structs a quadratic energy, and a robust foreground matte can
be obtained by solving a sparse linear system. However, the
closed-form matting requires constructing a sparse matting
Laplacian and solving a large linear system, which may con-
sume a large amount of time and memory. To accelerate the
method based on matting Laplacian, He et al. [15] proposed
fast matting using large kernel matting Laplacian. They cal-
culated adaptive kernel size by segmenting the trimap based
on k-d tree, which largely accelerates the matting calculation.

For the sampling based method, the matte of every pixel
is estimated by a pair of foreground and background sam-
ples selected from source images. Robust matting [26] is
the first non-parametric sampling method by matching the
color of samples. For an unknown pixel, the foreground and
background samples are selected from the neighboring pix-
els. However, this method is invalid when samples are not in
the nearby regions. Gastal et al. [13] proposed Shared Sam-
pling, which expands the search space by emitting rays from
different directions of unknown pixels, and then selecting
suitable samples which are further shared with the neighbor-
ing pixels. However, in their method, the foreground sam-
ples are always constrained in the neighborhood of unknown
pixels, which may lose suitable samples. To avoid miss-
ing suitable samples, He et al. [14] proposed Global Sam-
pling, which first applies the random searching scheme pre-
sented in PatchMatch [1] to selecting foreground and back-
ground samples globally. However, the performance of this
method is degraded when the colors are not definite, e.g.
when the unknown pixel is a linear combination of incor-
rect foreground and background pixels. In our method, pre-
cisely extracting the foreground is not necessary, and users
only need to roughly specify the foreground region and the
cloning boundary.

Gradient domain method

The core of gradient domain method is to construct a har-
monic membrane to diffuse the differences on the cloning
boundary into the cloning area, which can make the illumi-
nation and color style of the source patch consistent with
the target image. Pérez et al. [22] first proposed to apply
the gradient domain method to image blending. However,
this method requires solving a large sparse linear system,
which may consume a huge number of time and memory.
In addition, they do not consider the color and texture con-
sistency in the cloning region, which may lead to artifacts
in the composition results. Recently, a lot of works focus on
improving the performance of gradient domain method. Jia
et al. [17] proposed to optimize the cloning boundary, which
avoids unnatural results caused by inconsistent textures and
colors near the cloning boundary. Lalonde et al. [19] pro-
posed Photo clip art. In their system, a database is set up for
the segmented foreground objects, and suitable foregrounds
are selected according to the light condition, camera position,
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et al., which are estimated from the target images. However,
it is hard to estimate the scene information from 2D images,
like the light condition. Yang et al. [30] proposed a varia-
tional model to consider both gradient and color constraints,
which allows users to control the artifacts caused by gradi-
ent domain fusion. However, their method is computational-
intensive, which is far from practical. Chen et al. [4, 5] further
improved the gradient domain cloning by introducing hybrid
boundary. In their method, the cloning region is categorized
according to the color and texture consistency, and the final
composition results are calculated by solving a Poisson equa-
tion which satisfies the hybrid boundary condition. Bai et al.
[3] presented a new tool to preserve or freely edit the object
appearance by introducing new energy terms, which are inte-
grated into the Poisson image editing framework.

To accelerate the gradient domain cloning, Farbman et al.
[12] proposed mean-value coordinates (MVC). Their main
contribution is to efficiently construct a harmonic membrane
based on MVC, which avoids solving a large linear system. In
addition, their method is advantageous in terms of speed, ease
of implementation, small memory footage, parallelizabil-
ity, thus can be used to blend high resolution images. Once
proposed, the MVC-based method received much attention.
Ding et al. [10] introduced the importance map to preserve
the color appearance of foreground area. Du et al. [11] and
Xie et al. [28] combined alpha matting and gradient domain
cloning to avoid the unwanted artifacts in texture and color
diffusion. Zhang et al. [32] considered global and local fea-
tures of target scenes to enhance the visual effects of gradient
domain cloning. Wang et al. [27] proposed harmonic coor-

Fig. 1 Algorithm overview.
(1) specity foreground region;
(2) generate gradient transition
map; (3) image cloning with
optimized gradient

dinate for image cloning. Compared with MVC [12], their
method can better preserve the gradient on the cloning region,
thus can produce better interpolation for image cloning. Xue
et al. [29] proposed a machine learning and statistics based
method to produce cloning results with high sense of real-
ity. However, their method is designed to change the color
of 2D images, and more complex operations are needed to
enhance the sense of reality, like the light effects, perspective
changes. Tong et al. [25] applied the gradient domain method
to stereoscopic image cloning, which can efficiently blend
2D images into stereoscopic scenes, and generate visual-
pleasing results. Darabi et al. [9] proposed image melding
to improve the Poisson blending by PatchMatch [1], which
can generate smooth transition of color, texture, structure
from one image to another, and produce more natural com-
positions. Recently, Bai et al. [2] proposed the intent-aware
method to deal with the structure conflicts in image cloning.
However, their method is only effective when the non-interest
regions are similar and different from the region of interest.

3 Algorithm

3.1 Overview

Figure 1 gives an overview of our method, which consists of
the following three steps:

1. Specify foreground region. In this step, we first roughly
specify the source patch by drawing a circle, and then
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Fig. 2 Foreground progressive
selection. Left result of image
clustering, and the zoom-in view
which shows the links between
neighboring clustered regions.
Right progressive selection
result by strokes

progressively select the foreground region by strokes [(see
the black—white circle and yellow strokes in Fig. 1(1)].

2. Generate gradient transition map. The goal of this step is
to calculate a gradient transition map in the source patch.
Figure 1(2) shows the gradient transition map, which is
used to produce smooth transition of textures from the
source patch to the target image.

3. Image cloning with optimized gradient. The optimized
gradient of the source patch is reconstructed according to
the gradient transition map. We propose an interpolation
based solver to calculate the composition results, which
avoids solving a large linear system. Figure 1(3) is the
composition result with high sense of reality.

We first give the notations of our cloning method as fol-
lows: Let S C Rz, T C R? be the domains of source, tar-
get images. The intensities of these images are denoted by
g:S— R, f*: T — Rrespectively. Let @ C R? be the
cloning region with the boundary 92y, and 9€20p; be the
boundary of the foreground.

3.2 Specifying foreground region

Inspired by the quick selection tool in Photoshop [8], we
provide a tool for users to select foreground objects step-by-
step, which makes the object extraction intuitive and efficient.
Although Photoshop is very popular, it does not perform well
when there exist large smooth regions. To reduce the com-
putational cost, we first apply mean-shift [7] to cluster pixels
into regions according the similarities in color and space.
Then a graph is constructed based on the clustered regions.
See Fig. 2, when two regions have a common boundary, an
edge is added to link them. The source image is represented
by a graph G = (P, N), with each clustered region as a node
p € P, and the link between adjacent regions as an edge
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(p,q) € N. The foreground extraction can be formulated
as a binary labeling of Markov Random Fields, and the goal
is to specify labels [, € {0, 1} for every clustered region.
The result can be calculated by minimizing the following
energy E(I).

ED =)Dyl +r D Vpglp.ly (1)
peP (p,q)eN

E(l) is a linear combination of data term D,(l/,) and
smooth term V), ,(lp,1;), please refer to [21] to get the
detailed definition of the two terms. We consider the area
of each clustered region as a constraint to enhance the role of
larger region in the color model construction of foreground
and background, which improves the performance of fore-
ground selection. The energy E(/) can be efficiently min-
imized by graph cut [18,23]. See Fig. 2, when users draw
strokes on the foreground region, the selection is quickly
expanded to the neighboring regions.

3.3 Generate the gradient transition map

In order to produce natural transition of different textures in
the cloning region, we propose the ‘gradient transition map’,
which is generated by constructing a harmonic field S, in the
cloning region. As shown in Fig. 3a, 92,y is the boundary of
the foreground, and the texture on this boundary belongs to
the source image; 92,y refers to the cloning boundary, and
the texture on this boundary belongs to the target image; for
the belt region €2, which refers to the area between 9$2,;
and 0€2,,;, the texture is a linear combination of the source
patch and the target image. S, can be calculated by the fol-
lowing Laplacian equation:

AS, =0 over Qp, where Sglogu =1

and  Sgloge, =0 2)
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(a) (b)

(c)

Fig. 3 Construction of gradient transition map. a Diagram for the calculation of gradient transition map; b the foreground boundary (yellow) and
the boundary of the source patch (black—white); ¢ visualization of the gradient transition map

In Eq. 2, we set §; = 1 in the definite foreground area,
S¢ = Oin the definite background area, and S, € [0, 1]in the
beltregion Q2. InFig. 3b shows the 92p; (yellow boundary)
and 02,y (black—white boundary), (c) is the visualization of
the gradient transition map S,. To reduce the computational
complexity, we only need to calculate S, in the belt region
Qp. We utilize Green’s functions [24] to efficiently solve this
Laplacian equation.

3.4 Image cloning with optimized gradient

With the gradient transition map S, the optimized gradient of
the source patch can be reconstructed by a linear combination
of the foreground and background gradient, and the final
cloning result f can be obtained by minimizing the following
energy function, see Eq. 3.

mygn//HVf—vV with flae = f*lae
Q

and v=S,Vg+(1—Sg)V[f* 3)

Equation 3 can be minimized by solving the following Pois-
son equation with Dirichlet boundary conditions.

Af =div v with flag = o0 4

In general, solving a Poisson equation involves solving a
large linear system whose size is proportional to the number
of pixels in the input data, which may consume a large num-
ber of memory and time, and makes it difficult to blend large
scale images. We hope to utilize an efficient method like the
MVC [12] interpolation to avoid the expensive computation.

We modify Eq. 3 by introducing the gradient transition
map S, to control the process of image blending, see Eq. 5.
For the foreground area whose appearance should be affected
by the target image, a larger factor (S; = 1) is used. For the
area in the belt region whose appearance should smoothly
transit from the target to the foreground, a smaller factor
(Sg € [0, 1]) is used.

o 2
argmin// Hv(f—gsg —/a Sg))
f Sg
Q
Withf'aQout = f*|3§20ut (5)

In Eq. 5, after defining f = (f — gS, — f*(1 — S¢))/Sq,
we can get a Laplacian equation as follows:

Af =0 with f|3£20m = f*|3Qoul (6)

f can be efficiently calculated by the MVC [12] interpola-
tion, which calculates a membrane to smoothly diffuse the
differences on the cloning boundary to the cloning region.

m—1

F =D 1@ = 2)p) @)

i=0

where A; is the mean value coordinates (MVC) for every
point x in the cloning region, please refer to [12] for detailed
definition. The final result f can be obtained by

f=S(f+g+0—-S)f* ®)

See Fig. 4c, the result by our method is more satisfying than
other gradient domain methods.

4 Results and performance
4.1 Results

We now show several cloning results to demonstrate the
effectiveness of our method. Figure 4 shows the cloning result
based on the optimized gradient, and comparisons with other
methods. The first row shows the source patch and the tar-
get image, and the second row shows the results by different
methods: (a) is the result by MVC [12] cloning, which is
unnatural due to the texture smudging. (b) is the result by
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(a)

(b) (c)

Fig. 4 Results and comparisons. a First row is the source patch and the target image, second row is the result by MVC [12]; b result by Drag-and-drop
[17]; ¢ result by our method. The zoom-in view shows the comparison of the three methods

Drag-and-drop [17]. Although the cloning boundary is opti-
mized to avoid the artifacts caused by inconsistent textures,
there still exists unnatural transition of different textures. (c)
is the result by our method, which is more natural than (a)
and (b) after considering the smooth transition from the tar-
get image to the source patch. The zoom-in view shows the
advantages of our method, and we find that the smooth tran-
sition from the beach at sunset to the shadow of wood greatly
enhances the sense of reality.

Compared with MVC [12], which is sensitive to different
textures, our method can produce natural transition of differ-
ent textures, and enhance the sense of reality. Figure 5 shows
another example and comparison with the gradient domain
method. (a) shows the source patches and the target images;
(b) gives results by the MVC [12] cloning. The zoom-in view
shows the artifacts caused by inconsistent color and texture,
like the region near the wood and water. (c) gives results by
our method, which remove the artifacts by inconsistent tex-
tures, as shown in the zoom-in view. Figure 6 gives more
results. The first column shows results by MVC [12] cloning
(up-left corner gives the source patches); the second column
shows results by content-aware copying and pasting [10]; the
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last column shows results by our method, which are more
satisfying.

Figure 7 shows an example which contains shadows in
the source patch. We hope that the source patch can blend
into the target image seamlessly, and the shadow of the
source patch can naturally cast on the target image which
contains the texture of desert. (a) shows the source patch
and the target image; (b) shows the result by photo-clip-art
[19], which is obviously unnatural; (c) is the result by MVC
[12] cloning, and the result is not visual-pleasing because
of the inconsistent textures. To generate more satisfying
result, we need to produce more effective gradient transi-
tion map, which not only produces natural transition of dif-
ferent textures, but pays attention to the shadow region. As
shown in the up-left corner of (a), the black—white boundary
is the cloning boundary, and the yellow boundary roughly
specifies the shadows. In the shadow region, the gradient
of the source patch is set to be that of the target image.
(d) is the result by our method, which naturally blends the
shadow into the target image, and generates a more satisfy-
ing result. The zoom-in view shows the advantages of our
method.
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Fig. 5 Another example and comparisons. a Source patches and target images; b results by MVC [12] cloning; ¢ results by our method. The
zoom-in view shows the comparison of the two methods

Fig. 6 More results and comparisons. Left to right results by MVC cloning [12], content-aware copying and pasting [10], and our method
respectively
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Fig. 7 An example with shadow in the source patch. a the source patch and the target image; b—d results by photo-clip-art [19], MVC cloning
[12], and our method respectively. The zoom-in view shows the comparison of the three methods

4.2 Performance

Our experiments are performed on a PC with Intel Duo
CPU E8400 3GHz, 4G RAM, NVIDIA GeForce 9600GT.
Take Fig. 4 for example, the size of the source image is
400 x 450. As we paint one stroke on the foreground,
the segmentation result is calculated within 20~30 ms. The
time to generate the gradient transition map is 32 ms, and
the time to calculate the cloning result by solving a Pois-
son equation is 640 ms. In our implementation, the time cost
for the MVC [12] interpolation based cloning is only 18 ms
(not include the calculation of MVC), and the memory cost
is much less, which makes it possible to blend large scale
images. Since the MVC [12] and the gradient transition map
are fixed once the source patch and its foreground are spec-
ified, the calculation of them are not needed when we move
the source patch in the target image, which makes our image
cloning more efficient and practical. We developed a software
system for image cloning, and asked 3~5 college students
with no experiences in image processing to use our system.
User study shows that even non-professional users can easily
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select the foreground region, and produce visual-pleasing
compositions.

5 Conclusions

This paper has presented a novel method for image cloning,
which improves previous gradient domain methods by con-
structing an optimized gradient in the cloning area. We first
roughly specify the source patch by drawing a circle, and
select the foreground region progressively by strokes. Then,
we generate a gradient transition map in the source patch.
Finally, we reconstruct the optimized gradient of the source
patch according to the gradient transition map, and calcu-
late the cloning result by the MVC [12] based interpolation,
which avoids solving a large linear system. Experimental
results show the advantages of our method over previous
gradient domain methods.

In the future, we will explore more effective method to pro-
duce gradient transition map for more satisfying results. In
addition, we will further solve the problem of texture incon-
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sistency in image cloning, and plan to combine the texture
mixture [31] and image saliency [6] for better results.
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